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ABSTRACT 
Traffic accidents constitutes the first cause of death and injury in many developed countries. However, 
traffic accidents information and data provided by public organisms can be exploited to classify these 
accidents according to their type and severity, and consequently try to build predictive model. 
Detecting and identifying injury severity in traffic accidents in real time is primordial for speeding 
post-accidents protocols as well as developing general road safety policies. This article presents a case 
study of traffic accidents classification and severity prediction in Spain. Raw data are from Spanish 
traffic agency covering a period of six years ranging from 2011 to 2015. To this end, are compared 
three different machine learning classification techniques, such as Gradient Boosting Trees, Deep 
Learning and Naïve Bayes. 
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1.0 INTRODUCTION 
 
Engineers and researchers in the automobile industry have tried to design and build safer automobiles, 
but traffic accidents are unavoidable. The cost of deaths and injuries due to traffic accidents have a 
great impact on society [1-5]. Traffic accidents and their severity are the result y several factors 
ranging from driver behavior, roads characteristics, vehicles types, to weather conditions, to cite few 
of them. At present and unfortunately, traffic accidents are one of the most life-threatening dangers to 
human being. According to the Spanish traffic agency (hereafter DGT) [6-10], are reported 102,362 
accidents with victims during 2016. These accidents caused 1,810 deaths during the accidents or up to 
30 days after, 9,755 people were hospitalized, and 130,635 were injured with no hospitalization. 
These figures show an increase of 7% in deaths with respect to 2015. Many strategies can be deployed 
to reduce deaths during traffic accidents, and one of them, consists in speeding post- accidents 
attention. In this sense, predicting accidents severity could be a key for quick response to such 
accidents [11-17]. In this sense, data mining approach combined with other techniques for knowledge 
discovery is an encouraging way for understanding, classifying and even for predicting injury 
severity. Indeed, recently attention have been paid for determining factors that significantly affect the 
severity of traffic accidents and several approaches have been used to study this problem. For 
example, traffic accidents analysis based on machine learning paradigm in presented in, and the same 
authors presented the same study using decision trees and neural networks. Traffic accidents 
classification using adaptive regression trees is presented [18-26]. A study linking traffic accidents 
with the distance with respect to the zones of residence related to Lothian region in Scotland is 
presented [27-31]. Traffic accidents applying data fusion, ensemble and clustering to improve the 
accuracy of individual classifiers for two categories of severity, body injury and property damage, in 
Korea is presented. In study is presented a study related to driver injury severity in traffic accidents at 
signalized intersections in central Florida area (US). A study linking speed limit increase with fatal 
crash rate and deaths on freeways in Washington State is presented in. The work presents a statistical 
analysis of accident severity on rural freeways based on nested logic formulation as a means for 
determining accident severity given that an accident has occurred. In project is applied a multivariate 
logistic regression to determine the independent contribution of driver, crash, and vehicle 
characteristics to drivers’ fatality risk, where the main founding is that increasing seatbelt use, 
reducing speed, and reducing the number and severity of driver-side impacts might prevent fatalities. 
Finally, a study of the relationship between drivers’ age, gender, vehicle mass and driving speed can 
be found in [31-40]. This article presents a case study of traffic accidents classification and severity 
prediction in Spain. Data used are from Spanish traffic agency and they cover a period ranging from 
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2011 to 2015. In this study are compared three different machine learning classification techniques, 
namely gradient boosting trees, deep learning and naive Bayes. The remaining of the article is 
organized as follow: Section 2 presents the structure of data-mining process and describes the datasets 
used, its sources and its most important features. Section 3 describes more details about the problem 
and the pre- processing of data to be used are presented, followed; in Section 4 by a short description 
the different machine learning paradigm used and performance analysis and Section 5 compiles the 
conclusions and presents some future work for improving the proposed study.  
 

2.0 DATAMINING PROCESS AND DATASET 

The development of the classification model to predict the severity of traffic accidents is based on three 
stages and processes. The first stage comprises the process of obtaining the data needed to feed the 
classification model. The second stage focuses on the process of feature engineering for generating 
structured data. Finally, the third stage corresponds to the development of the predictive models using 
the different algorithms for obtaining patterns and knowledge. The hierarchical scheme of these three 
processes is summed up in “Fig. 1”. 

 

Data used in this study are from the DGT, a public organism for, through its open web site [2]. The 
initial datasets for the study contain microdata. As an important characteristic of the dataset, it is worth 
mentioning, that from the year 2011, in the DGT statistical portal, is included the variables that 
correspond to the determination of the traffic injuries of the people involved in the accident during the 
24 hours and during the following 30 days to the accident. These datasets are structured in three related 
files:  

Accidents Dataset. A file containing annual data of traffic accidents, structured on 38 attributes, such as 
luminosity, road type, weather conditions, accident type, day of the week, region, total victims, total 
injuries, etc. This file contains more than 83,000 records for 2015 year. 

• Vehicles Dataset. A file containing data of vehicles involved in traffic accidents. This file is 
based on 10 attributes, such as vehicle type, vehicle state, number of occupants, year of registration, 
vehicle code, code of the accident, etc. During 2015, more than 163,000 records were stored. 

• People Dataset. A file containing data about people involved in traffic accidents, and it 
considers if they are pedestrians, drivers or occupants. This file is structured on 27 attributes, where 
some of them are: age, gender, serious injury 24 hours, serious injury 30 days, slight injury 24 hours, 
slight injury 30 days, dead 24 hours, dead 30 days, speed violation, pedestrian infraction, passenger 
code, pedestrian code, driver code, code vehicle, etc. For example, they were registered more than 
219,000 records for 2015 year. 

The microdata of accidents, vehicles and people dataset, where refers to the year of occurrence of 
traffic accidents, are related to each other of the following way: 

• Accidents with Victims and Vehicles: 1 to n ratio, through the variable ID_ ACCIDENT. 

• Vehicles and People: relationship 1 to n, through 2 variables, ID_ACCIDENT e 
ID_VEHICLE. 



International Journal of Management System and Applied Science     Volume 23, Issue 12 – 2020 

Copyright © The Author(s). Published by Scientific Academic Network Group. This work is licensed under the Creative Commons Attribution International License (CC BY). 

999	

• Accidents with Victims and People: 1 to n ratio, through the variable ID_ACCIDENT. 

To unify the mentioned datasets, data for each year have been downloaded separately and then merged 
in a unique file. These new attributes being the following: 

• People Dataset: [id_person_norm {id_driver; id_passenger; id_ pedestrian}; 
id_vehicle_norm {id_accident; id_vehicle} ] 

• V ehicles Dataset: [id_vehicle_norm {id_accident; id_vehicle}] 

These relationships are based on which for each record of the accidents dataset there may be one or 
more vehicles involved. Also for each vehicle involved there may be one or more occupants of the 
vehicle. The result of this unification is a unique dataset of microdata containing 58 attributes and 
1,018,204 records. 

3.0 FEATURE ENGINEERING 
 
The construction of the final dataset has considered the elimination of useless attributes, irrelevant for 
the research and the introduction of new attributes necessary for the objective. On the new dataset that 
contains 58 attributes and 1,018,204 records, two new aggregated attributes are generated that will be 
added to the dataset. These new attributes are: 

• Age of the vehicle. It is an integer attribute. Is the result of the difference between the year of the 
accident and the year of registration of the vehicle. 

• Severity Accident. It is a binary attribute. Value 0 means that it is not a serious accident and the 
aggregate data is obtained if the values of the attribute SERIOUS INJURY 30D and attribute DEAD 
30D are equal to 0. Value 1 means that it is a serious accident and the aggregate data is obtained if the 
value of the attribute SERIOUS INJURY 30D field is equal to 1 or if the value of the attribute DEAD 
30D is equal to 1 or if both attributes are equal to 1. 

The new generated attribute “Severity accident”, will be the category column that will be used to 
predict if an accident is serious or not. The criterion of success for this datamining investigation is the 
discovery of classification rules for the severity of accidents that would differentiate accidents that are 
serious from those that are potentially not serious. Before applying the machine learning algorithms on 
the created dataset, the target will be prepared using the following techniques associated with the data 
mining, as detailed below. 

A. Dealing with unbalanced target 

After performing an analysis of the majority class "Severity Accident", it is observed that the attribute 
is unbalanced, as it appears in " Fig. 2 ". 1,000,122 records are obtained for the value 0 of the attribute 
(no serious accident), compared to 18,082 records for the value 1 of the same attribute (serious 
accident). 

Most Machine Learning algorithms do not perform well when working with highly unbalanced 
examples. To improve the numerical proportion of unbalanced data, a subsampling [16] technique is 
applied to the dataset. This technique involves obtaining a smaller amount of data from the majority 
class, without modifying the number of elements of the minority class. 

A random sampling is carried out with 18,000 records to balance the data presented previously and 
prepare the dataset to select the most appropriate attributes to generate the machine learning model. 

B. Attributes selection 

This stage focuses on the quality of the data, specifically on the quality of the attributes of the dataset. 
Only the attributes that are selected will be used as input for the machine learning model. The attributes 
that provide the lowest value, that is, the useless attributes, are discarded, using the following quality 
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indicators for each attribute of the dataset: 

• Bad quality attributes. These attributes must be eliminated from the dataset, applying the following 
rules: More than 70% of all values in these attributes are missing; the attributes are identifiers, where 
for each row of the dataset they generate a different value; the attribute is constant with more than 90% 
of all values are equal. 

• Attribute that has a very low or very high correlation with respect to the categorical attribute used to 
predict whether an accident is serious or not: Low correlation, a correlation of less than 0.01%; High 
correlation, a 

correlation of more than 50%. Generally, attributes with high correlation are preferred, but not if the 
high correlation occurs due to a direct cause-and-effect relationship with the data you want to predict. 

Applying these rules to the dataset, 34 attributes are extracted that will be used for the predictive 
model. The new dataset contains the following attributes: year of circulation permit, position, use of the 
safety belt, helmet use, shunting, infringement speed, infringement opening, infringement summary, 
infringement lighting, age, sex, year, year of vehicle registration, month of vehicle registration, vehicle 
type, anomaly none, pneumatic anomaly, tire rebound anomaly, direction anomaly, brakes anomaly, 
number of occupants of the vehicle, zone, grouped area, restricted visibility, time, day of the week, 
autonomous community, municipality, road, road network, type via, type intersection, vehicle's age. 

 

 

4.0 RESULT 
 

To build the classifier developed in this article, three different machine learning classification 
techniques have been used, such as those that will be presented in this section: Naive Bayes, Gradient 
Boosting Trees and Deep Learning. Naive Bayes algorithm is one of the most used classifiers for its 
simplicity and speed in the construction of a probabilistic model, based on the Bayes Theorem [17], 
also known as a conditional probability theorem. It is a supervised classification and prediction 
technique that constructs models that predict the probability of possible results. Naive Bayes is a high-
bias, low- variance classifier, and it can build a good model even with a small dataset. The fundamental 
assumption of Naive Bayes is that, given the value of the label (the class), the value of any attribute is 
independent of the value of any other Attribute. If the Bayes Theorem is used in a machine learning 
problem, it is because a posteriori probability of any hypothesis consistent with the dataset is estimated, 
to select the most probable hypothesis. Given an example x represented by k values, the Naive Bayes 
classification algorithm is based on finding the most probable hypothesis that described.  

In the experiments that have been carried out, the algorithms described in the previous section have 
been parameterized, as described below: 

• Naïve Bayes. No type of parameterization has been required. 
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• Gradient Boosting Trees. The number of trees used is twenty, for the approach function. 

• Deep Learning. The activation functions that have been used for this algorithm have been: 
Hyperbolic Tangent Function, Rectifier Linear, Choose the maximum coordinate of the input vector 
and Exponential Rectifier Linear. In addition, this algorithm is parameterized with two hidden layers 
and with ten epochs, that is, ten forward passes and ten backward passes of all the training examples of 
the dataset used. 

The results that have been obtained in each metric with the machine learning algorithms discussed 
above are shown in “Table I”.: 

 

 “Fig. 4” shows graphically the results described above for each machine learning algorithms. After 
comparing the different results, the best result obtained for traffic accidents classification is that 
provided by the Deep Learning algorithm (10 epochstanh) in its different metrics. 

 

 

5. CONCLUSIONS 
 
Traffic accidents constitutes the first cause of death and injury in many developed countries. However, 
traffic accidents information and data provided by public organisms can be exploited to classify these 
accidents according to their type and severity, and consequently try to build predictive model. 
Detecting and identifying injury severity in traffic accidents in real time is primordial for speeding 
post-accidents protocols as well as developing general road safety policies. This article presents a case 
study of traffic accidents classification and severity prediction in Spain. Raw data are from Spanish 
traffic agency covering a period of six years ranging from 2011 to 2015. To this end, are compared 
three different machine learning classification techniques, such as Gradient Boosting Trees, Deep 
Learning and Naïve Bayes. 

The objective of this article has been to compare different machine learning classification techniques, 
as Naïve Bayes, Gradient Boosted Trees and Deep Learning, to develop a classification model that 
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determines if an accident is serious or not serious from a dataset provided by the Spanish traffic agency 
covering a period of six years ranging from 2011 to 2015. This classification model could support 
Spanish Traffic Agency to make decisions in traffic control activities, such as helping to understand the 
behavior of the driver, in addition to other associated problems that cause accidents where there are 
dead or seriously injured.  
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