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ABSTRACT 
Fake news or fabricated news, refers to false information published under the guise of being authentic 
news, often to influence political views. Fabricated news articles are a threat to people’s trust in the 
government and in effect, one of the biggest threats that modern-day democracies are facing. As the 
menace of fake news is growing with each passing day, so is the research community getting more 
actively involved in curbing this issue. This paper reviews the current progress of the advancements 
done to solve the issue. The paper also presents various ensemble techniques to perform the binary 
classification of news articles. Additionally, Natural Language Processing (NLP) emerges as one of the 
hottest topic in field of speech and language technology and Machine Learning (ML) can comprehend 
how to perform important NLP tasks. This is often achievable and cost-effective where manual 
programming is not. This paper strives to study NLP and ML and gives insights into the essential 
characteristics of both. It summarizes common NLP tasks in this comprehensive field, then provides a 
brief description of common machine learning approaches that are being used for different NLP tasks. 
Also this paper presents a review on various approaches to NLP and some related topics to NLP and 
ML. Respectively and with regard to this research article, fake news detection research is still in the 
early stage as this is a relatively new phenomenon in the interest raised by society. Machine learning 
helps to solve complex problems and to build AI systems nowadays and especially in those cases 
where we have tacit knowledge or the knowledge that is not known. We used machine learning 
algorithms and for identification of fake news; we applied three classifiers; Passive Aggressive, Naïve 
Bayes, and Support Vector Machine. Simple classification is not completely correct in fake news 
detection because classification methods are not specialized for fake news. With the integration of 
machine learning and text-based processing, we can detect fake news and build classifiers that can 
classify the news data. Text classification mainly focuses on extracting various features of text and 
after that incorporating those features into classification. The big challenge in this area is the lack of an 
efficient way to differentiate between fake and non-fake due to the unavailability of corpora. We 
applied three different machine learning classifiers on two publicly available datasets. Experimental 
analysis based on the existing dataset indicates a very encouraging and improved performance.  

KEYWORDS: Machine Learning, Natural Language Processing, Classification Techniques. 

1.0 INTRODUCTION 
Fake news detection topic has gained a great deal of interest from researchers around the world [1 - 3]. 
When some event has occurred, many people discuss it on the web through the social networking [4 - 
9]. They search or retrieve and discuss the news events as the routine of daily life [10 - 13]. Some type 
of news such as various bad events from natural phenomenal or climate are unpredictable [11 – 16]. 
When the unexpected events happen, there are also fake news that are broadcasted that creates 
confusion due to the nature of the events [17 – 22]. Very few people know the real fact of the event 
while the most people believe the forwarded news from their credible friends or relatives [22 – 24]. 
These are difficult to detect whether to believe or not when they receive the news information. So, 
there is a need of an automated system to analyze truthfulness of the news [25 – 27]. Predictive active 
machine learning is a supervised learning method in which the learner is in control of the data from 
which it learns [28 – 32]. That control is used by the learner to ask an oracle, a teacher, typically a 
human with extensive knowledge of the domain at hand, about the classes of the instances for which 
the model learned so far makes unreliable predictions [33 – 36]. The active learning process takes as 
input a set of labelled examples, as well as a larger set of unlabelled examples, and produces a 
classifier and a relatively small set of newly labelled data [35 – 41]. The overall goal is to produce as 
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good a classifier as possible, without having to mark-up and supply the learner with more data than 
necessary [42 – 47]. The learning process aims at keeping the human annotation effort to a minimum, 
only asking for advice where the training utility of the result of such a query is high [43 – 45]. Fake 
news is a type of yellow journalism or propaganda that consists of deliberate misinformation or hoaxes 
spread via traditional print and broadcast news media or online social media [40 – 44]. Fake news is as 
old as the news industry itself misinformation, propaganda, hoaxes and satire have long been in 
existence [48 – 52]. Today anybody can publish anything credible or not that can be consumed by the 
World Wide Web. Due to this, people can be deceived intentionally or unintentionally and do not think 
before sharing such types of news to the far ends of the world [50 – 54]. The counterfeited news 
problem can be resolved or at least overcome with machine learning and artificial intelligence. In 
general, fake news detection is considered as a challenging task that requires multidisciplinary efforts 
[51 – 54]. For deception detection, there exists a large body of research done where machine learning 
methods are applied [55 – 57]. Classification of online news and social media posts were the target of 
those methods but after the 2016 United States Presidential elections, determining fake news has also 
been the subject of attention in the literature [57 – 59]. Simple content related classification n-gram and 
part of speech (POS) tagging have proven insufficient in fake news context. Fake news detection 
through classification is not sufficient since it missed the important context of the information, 
however a deep analysis of the content that can be useful [60 – 64]. Context-free grammar (CFG) 
produced good results with the combination of the n-gram in deception related classification. The 
accuracy achieved 85%-91% when applied on news article datasets through classification [61 – 69]. 
We propose a hypothesis that simple classification is not enough to tackle the issue; we need to 
combine it with machine learning techniques. The hypothesis is proven on publicly available datasets 
by developing the proposed model after several experiments [70 – 74]. We observe that the relative 
frequency of words can also be the reason for fake and non-fake class categorization. Using word cloud 
visualization, we observe the corpus trend, as shown in Fig. 1. The word cloud representation reflects 
important word entities [75 – 79]. We use different sources of news for the testing and training datasets 
so that we can observe how well our models generalize to unseen data points. In the first step, we 
applied text extraction features covered under the text classification module [80 – 84]. Fake news can 
be categories in seven different types. Table 1 explains seven types of fake news. 

TABLE 1 - SEVEN TYPES OF FAKE NEWS 

No. Type Details 

1 False Connection hen headlines, visuals or captions don’t support the content. 

2 False Context When genuine content is shared with false contextual information. 

3 Manipulated Content When genuine information or imagery is manipulated to deceive. 

4 Satire No intention to cause harms but has potential to fool. 

5 Misleading Content Use of information to frame an issue. 

6 Imposter Content When genuine sources are impersonated. 

7 Fabricated Content New content that is 100% false, designed to deceive and do harm. 

 

With advances in computer technology, we presently have the ability to store and process enormous 
amounts of data, and likewise to access it from physically far locations over a computer network [85 – 
92]. Most data acquisition devices are digital now and record dependable data. There is a process that 
explains the data that is observed. Machine learning (ML), systems automatically learn models from 
data to make better decisions. As such, they are part of a major subfield of artificial intelligence (AI). 
There are 3 main approaches to learning from data: supervised, unsupervised, and reinforcement 
learning. In supervised learning, a target attribute is predicted, and ML algorithms infer a model from 
labelled input data (i.e., a training data set that provides examples described by predictive attributes and 
values for the target attribute). The goal is to make target predictions on new data to obtain good 
generalization performance [90 – 97]. In contrast, there is no target attribute in unsupervised learning, 
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and thus no labelled data. Unsupervised learning consists of inferring a model to describe hidden 
patterns from unlabelled data. Under circumstances in which labelled data acquisition proves to be 
difficult, (e.g., costly), semi supervised ML methods can use both labelled and unlabelled data for 
learning [94 – 105]. The third main category of ML is reinforcement learning, in which the ML model 
uses feedback that acts as a reward or punishment to maximize its performance. ML is limited to 
certain capacities [106 – 117]. For one, it relies on collections of data that may be incomplete, noisy, or 
subject to systematic bias, all of which can lead to erroneous predictions. In addition, ML algorithms 
may introduce bias. Interesting questions to be addressed in ML are discussed in an article by 
Domingo’s. However, when carefully conducted, ML can have great utility. AI and ML have many 
applications, many of which are encountered in daily life. Supervised ML, for example, is widely used 
for spam filtering (i.e., classifying incoming email as spam or not spam). It is also used to classify 
credit applicants based on their probabilities of default. Unsupervised ML, such as algorithm 
clustering, is able to group customers with similar characteristics and their likelihood to purchase. This 
is widely used by banks for market segmentation [114 – 123]. Finally, automatic document clustering 
that organizes similar documents into classes (for purposes of improving information retrieval, for 
example) is gaining importance due to the increasing number of documents on the internet. Though the 
details of the process underlying the generation of data are unknown, it may not be feasible to identify 
the process entirely, but it can construct a good and helpful approximation [124 – 127]. Though 
identifying the complete process may not be possible, it can still be suitable to detect specific patterns 
or regularities. This is the role of machine learning. Such patterns can help to comprehend the process, 
or use those patterns to make predictions [128 – 134]. Application of machine learning methods to 
large databases is called data mining. In data mining, a large volume of data is processed to construct a 
simple model with valuable use [135 – 142]. But machine learning is not just a database problem; it is 
also a part of artificial intelligence. To be intelligent, a system that is in a changing environment should 
have the ability to learn [143 – 149]. If the system can learn and adapt to these changes, the system 
designer needs no predict and provides solutions for all proper situations [150 – 156]. Machine learning 
also helps to find solutions for many problems in vision, speech recognition, and robotics [157 – 164]. 
Machine learning is programming computers to optimize a performance criterion using example data 
or past experience [165 – 172]. There is a model defined up to some parameters, and learning is the 
execution of a computer program to optimize the parameters of the model using the training data or 
past experience [173 – 181]. The model may be predictive to make predictions in the future, or 
descriptive to obtain knowledge from data, or both [182 – 187]. 

 

Fig. 1 Word Cloud of News Articles 

Natural Language Processing (NLP), is a sub discipline of computer science that emerged in the 1960s. 
In 1967, the first published book on the subject, Introduction to Computational Linguistics, clearly 
considers language from a symbolic point of view: it describes techniques such as syntax parsing using 
dependency trees or Chomsky transformational grammars and statistical methods (word counting) are 
only hinted at [188 – 195]. At that time, computing resources were sparse and had to be carefully 
managed; hence, a whole chapter of the book is dedicated to the storage of grammars in memory. The 
situation changed in the 1990s when personal computers became largely available and increasingly 
powerful [196 – 201]. A new approach to NLP based on statistical methods emerged [1 – 17]. The 
book by Manning and Schultz, Foundations of Statistical Natural Language Process, is a landmark of 
this evolution [14 – 23]. The 3 main sections of the book are dedicated to (1) methods at the word level 
(collocations, n-grams, and word sense disambiguation), (2) methods at the sentence level (morph 
syntactic parsing using Markov models, and probabilistic context-free grammars), and (3) clustering, 
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classification, and information retrieval. Probabilistic context-free grammars are a typical example of 
the evolution of NLP methods: the symbolic approach by Chomsky—or at least a simplified version—
is endowed with probabilities attached to productions, and the ambiguity of natural language is 
reflected in the coexistence of several syntax trees with different probabilities [24 – 39]. Natural 
Language Processing is a hypothetically driven range of calculative techniques for analyzing and 
representing naturally texts at one or more levels of linguistic analysis in order to achieve human-like 
language processing for a range of tasks or applications [33 – 42]. The term Natural Language 
Processing surrounds a wide set of techniques for automated generation, manipulation and analysis of 
natural or human languages [43 – 56].  

TABLE 2 - SOME OF NLP CHARACTERISTICS 

No. Character Details 

1 Origins Computer Science; Linguistic; Cognitive Psychology. 

2 Divisions Language Processing; Language Generation. 

3 Approaches to NLP Symbolic Approach; Statistical Approach; Connectionist Approach. 

4 NLP Applications Retrieval; Extraction; Question Answering; Dialogue Systems. 

 
Machine learning uses the theory of statistics in building mathematical models, because the core task is 
making inference from a sample [48 – 59]. The role of computer science is divided into two parts: 
First, in training, it is required the effective algorithms to solve the optimization problem, and also to 
store and process the enormous amount of data. Second, once a model is learned, its representation and 
algorithmic solution for inference needs to be efficient too [60 – 69]. In particular applications, the 
effectiveness of the learning or inference algorithm, namely, its space and time complexity, perhaps are 
as significant as its predictive accuracy [64 – 71]. Natural Language Processing (NLP) deals with real 
text element processing [70 – 78]. The text element is transformed into machine format by NLP. A 
system capable of obtaining and combining the knowledge automatically is referred as machine 
learning [72 – 83]. Machine learning systems automatically learn programs from data [74 – 86]. The 
application of machine learning to natural language processing is constantly increasing. Spam filtering 
is one where spam generators on one side and filters on the other side keep finding more and more 
talented ways to surpass each other [84 – 92]. Perhaps the most striking would be machine translation. 
After decades of research on hand-coded translation rules, it has become apparent lately that the most 
favourable way is to provide a very large number of example pairs of translated texts and have a 
program understand automatically the rules to map one string of characters to another [92 – 117]. 

TABLE 3 - LEVELS OF NLP 

No. Level Details 

1 Phonetics  Knowledge About Linguistic Sounds. 

2 Morphology Knowledge Of The Meaningful Components Of Words. 

3 Syntactic Knowledge Of The Structural Relationships Between Words. 

4 Semantic Knowledge Of Meaning. 

5 Pragmatics Knowledge Of The Relationship Of Meaning To The Intentions Of The Speaker. 

6 Discourse  Knowledge About Linguistic Units Larger Than A Single Utterance. 

  
NLP techniques are affected by Linguistics and Artificial Intelligence, Machine Learning, 
Computational Statistics and Cognitive Science [97 – 108]. Here is introduction of some basic 
terminology in NLP that will be avail. A brief description about NLP, is shown in tables 2 and 3. 
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Table 2 illustrates some of NLP characteristics. Table 3 presents levels of NLP [109 – 118]. We 
observe that the relative frequency of words can also be the reason for fake and non-fake class 
categorization. Using word cloud visualization, we observe the corpus trend, as shown in Fig. 1. The 
word cloud representation reflects important word entities [119 – 127]. For example, we can easily 
observe the highly frequent words Political, Americas, 2016, President, Obama and Presidential 
Debates, respectively [128 – 133]. We use different sources of news for the testing and training 
datasets so that we can observe how well our models generalize to unseen data points. In the first step, 
we applied text extraction features covered under the text classification module [134 – 141]. Fake 
news can be categories in seven different types. Table 1 explains seven types of fake news [142 – 
155]. The rest of this paper is organized as follows, Second II reviews the previous work, and Section 
III describes the Methodology. The Proposed model, Pre-processing and Machine learning are 
described in Sections IV-VI, Section VII describes the implementation task, Results and discussion are 
described in Section VIII and finally, the last section gives the Conclusion and Future Work. 
 

2.0 LITERATURE REVIEW 
With advances in computer technology, we presently have the ability to store and process enormous 
amounts of data, and likewise to access it from physically far locations over a computer network [156 
– 161]. Most data acquisition devices are digital now and record dependable data [162 – 169]. There 
is a process that explains the data that is observed [170 -176]. Though the details of the process 
underlying the generation of data are unknown, it may not be feasible to identify the process entirely, 
but it can construct a good and helpful approximation [177 – 183]. Though identifying the complete 
process may not be possible, it can still be suitable to detect specific patterns or regularities [184 – 
192]. This is the role of machine learning. Such patterns can help to comprehend the process, or use 
those patterns to make predictions [193 -201]. Application of machine learning methods to large 
databases is called data mining. In data mining, a large volume of data is processed to construct a 
simple model with valuable use [1- 16]. But machine learning is not just a database problem; it is 
also a part of artificial intelligence [17 – 25]. To be intelligent, a system that is in a changing 
environment should have the ability to learn. If the system can learn and adapt to these changes, the 
system designer needs no predict and provides solutions for all proper situations. Machine learning 
also helps to find solutions for many problems in vision, speech recognition, and robotics. Machine 
learning is programming computers to optimize a performance criterion using example data or past 
experience [26 – 42]. There is a model defined up to some parameters, and learning is the execution 
of a computer program to optimize the parameters of the model using the training data or past 
experience [43 – 49]. The model may be predictive to make predictions in the future, or descriptive 
to obtain knowledge from data, or both. Machine learning uses the theory of statistics in building 
mathematical models, because the core task is making inference from a sample [50 – 58]. The role of 
computer science is divided into two parts: First, in training, it is required the effective algorithms to 
solve the optimization problem, and also to store and process the enormous amount of data. Second, 
once a model is learned, its representation and algorithmic solution for inference needs to be efficient 
too. In particular applications, the effectiveness of the learning or inference algorithm, namely, its 
space and time complexity, perhaps are as significant as its predictive accuracy [54 – 63]. Based on a 
critical and systematic review of recent research papers published over the last four years, different 
approaches of dealing with fake news have been analyzed in this paper [64 – 76]. This survey 
investigates the role of machine learning, deep learning, and natural language processing applications 
to detect fake news, focusing on the characteristics of the different techniques and approaches, 
conceptual models for detecting fake news and the role of cognitive agents in this context as they 
have gained great popularity in the last three years [43 – 52]. The literature review outlines the 
research shortcoming and gaps in current automatic fake news detection models. In Kai Shu et al. 
present FakeNewsTracker, a system to understand and detect fake news. FakeNewsTracker benefits 
researcher in identifying fake news by automatically collecting data for news and social context with 
a number of effective visualization techniques [1 – 11]. The dataset has been built through Politifact 
and twitter feed and considers article body, retweets and engagements as the features for binary 
classification of news article. LSTM with two layers consisting of 100 cells has been employed as 
their base technique to train the model and testing has been done with other Machine Learning 
algorithms like Support Vector Machine, Logistic Regression and Naïve Bayes Classifier. While 
Support Vector Machine and Logistic Regression obtained relatively close accuracies at 68.4% and 
68.3 respectively, Naïve Bayes returned 62% accuracy [ 5 – 18]. Also, retweets were not considered 
for both training and testing. The experiment was performed on a crowdsourced database and not a 
standard dataset and accuracies obtained are at best, in high 60 percent range [8 – 23]. Hadeer 
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Ahmed et al. in propose a fake news detection model in this paper. They have employed n-gram 
analysis and machine learning techniques. They investigated and compared two different features 
extraction techniques and six different machine classification techniques. Using Term Frequency-
Inverted Document Frequency (TF-IDF) and Linear Support Vector Machine (LSVM) as feature 
extraction technique and as a classifier respectively has fetched a high accuracy of 92%. Their new 
dataset has been obtained from real-world sources such as Reuters website. The fake news dataset 
has been gathered from a dataset on kaggle.com [1 – 23]. The Kaggle dataset is based on a collection 
of fake news articles from untrustworthy web sites which have been documented jointly by Politifact 
and Facebook in their initiative to weed out these websites. Their dataset consists of 12,600 truthful 
articles and equal number of fake news articles from kaggle.com. Their primary focus remains only 
on political news article since they have been the main target of fake news distributors [ 14 – 26]. 
Each article in the dataset consists of Article Text, Article Type, Article label (fake or truthful), 
Article Title and Article Date [ 8 – 22]. First, the unigram (n = 1) model was considered for their 
experiment, then bigram (n = 2), eventually added 1 to n until reaching tetragram. Furthermore, the 
experiment was performed by combining each n value with a different number of attributes or 
features during the testing phase. The experiments were run on a 5- fold cross validation; with an 
80:20 ratio of training and testing data during each validation. From the results they obtained, Linear-
based classifiers (Linear SVM, SDG, and Logistic regression) achieved better results than nonlinear 
ones. The lowest accuracy of 47.2% was achieved using KNN and SVM with four-gram words and 
50,000 and 10,000 feature values [1 – 23]. In Veronica Perez-Rosas et al, the research aims at 
creating an automatic fake news detector. Their dataset is diverse, such that it covers seven different 
domains. FakeNewsAMT and Celebrity datasets have been employed for their research. Their feature 
set consists of n-grams, punctuations, psycholinguistic features, readability, and syntax. They 
performed several experiments with various feature sets combination to explore their predictive 
models both separately and jointly. A linear SVM classifier was used using five-fold cross validation, 
with accuracy, recall, precision and F-score as performance metrics. They used the machine learning 
algorithms implementation available in the e1071 packages (Meyer et al., 2015) and caret (Kuhn et 
al., 2016). Results show that they achieved the best accuracies, with 0.74 and 0.76 respectively when 
using all the features on the two datasets. Soham Mone et al in aim to emulate the popular chrome 
extension, BS Detector [ 8 – 33]. Their dataset consists of 8071 true news sample from Kaggle and 
4094 samples of fake news data (headlines + body). The features used are Article Title and Article 
Body. Two models were developed independently in order to achieve their desired objective: An 
Average-Hypothesis model, and a Neural Network. They ran Naïve Bayes, SVM, and Logistic 
Regression model and obtained an average accuracy of 83%. Building on previous work in detecting 
satire, Victoria Rubin et al in proposed an SVM-based algorithm, utilizing 5 predictive features 
(Absurdity, Humor, Grammar, Negative Affect, and Punctuation) and tested their combinations on 
360 news articles. They have used Linear SVM with 10-fold cross validation. Their best predicting 
feature combination (Absurdity, Grammar and Punctuation) detects satirical news with 82% 
accuracy. However, this research only focuses on sarcasm detection which is the lowest level of fake 
news. Ting Su et al in their research paper examines recurrent neural networks-based language 
representations (e.g., BERT, BiLSTM) and the advantages that they possess to build ensemble 
classifiers. These classifiers can predict if one news title is either related to, or even, additionally 
disagrees with an earlier news title [ 17 – 42]. The dataset consists of 321,000 news article titles 
created during the WSDM 2019 challenge. The experiments on this dataset show that the BERT-
based models outperform BiLSTM substantially, which in-turn significantly outdoes a simpler 
representation based on embeddings. Furthermore, even BERT approach can be improved by 
combining it with a simple BM25 feature. The experiment was able to reach an accuracy of 88.5% on 
an ensembled BERT and BM25. However, the research focuses only on article title to judge the 
veracity of the news article [ 13 – 26].	 In Aravinder Singh Bali et al have performed a comparative 
analysis of seven different machine learning algorithms namely Support Vector Classifier, Random 
Forest, Gaussian Naïve Bayes, k-Nearest Neighbor, AdaBoost, Gradient Boosting and Multilayer 
Perceptron. The dataset is a mixture of Open Source (11161 articles), Kaggle dataset (20800 articles) 
and George McIntire dataset (6335 articles). N-gram, Sentiment, Readability, Cosine Similarity, and 
Word Embedding were the features studied for each article. The accuracies for the three datasets 
were 86.2%, 91.05% and 87.3% respectively. Dataset is not standard and there is no analysis of 
psychometric features. In the research by Pranav Bhardwaj et al in their research paper implemented 
Naive Bayes classifier, Recurrent Neural Networks, and Random Forest classifiers using five groups 
of linguistic features. The model was evaluated with real or fake dataset obtained from Kaggle. The 
experiment saw the highest accuracy of 95.66% achieved using bigram features with the Random 



International Journal of Science and Information System Research   Volume 12, Issue 9 – October 2022 

Copyright © The Author(s). Published by Scientific Academic Network Group. This work is licensed under the Creative Commons Attribution International License (CC BY). 

26	

Forest classifier. However, semantic features may be additionally combined with other linguistic 
cues and meta data to improve the performance of the classifiers [12 – 32]. The study by Christian 
Janze et al examines visual, affective, cognitive, and behavioral cues of the news posts and its usage 
by machine learning classifiers to identify fake news automatically. They used Support Vector 
Machine, Logistic Regression, Decision Tree, Random Forest and XGBoost separately to build their 
model. The best performing configurations, i.e. with SVM with a stratified 10-fold cross validation 
achieved an average accuracy around 80%, and a recall of around 90% while Logistic Regression 
giving the lowest accuracy at 76%. The “balanced” dataset used for this research is solely based on 
Facebook data that is directly available. Mykhailo Granik et al proposed a simple technique based on 
the Naïve Bayesian classifier for fake news detection. The experiment uses BuzzFeed news dataset 
and performs the Naïve Bayes classification over the dataset. The technique used in this research 
achieved an accuracy up to 74% on the testing set. Marco L. Della et al in her paper propose a novel 
technique to recognize how social networks and gadget studying strategies can be utilized for 
fabricated news detection. A novel ML fake news detection method - Content-based (CB), Logistic 
regression (LR) on social signals and Harmonic Boolean label crowdsourcing (HC) on social signals 
has been used. This novel approach is carried out on a Facebook Messenger chatbot. The experiment 
achieves an accuracy of 81.7% for faux news detection [17 – 34]. In Shloka Gilda presented concept 
approximately how NLP can be helpful in detecting fake information. Time period frequency-inverse 
record frequency (TFIDF) of bi- grams and probabilistic context free grammar (PCFG) detection has 
been used. They have evaluated the data over multiple class algorithms to find out the best model. 
They conclude that TF-IDF of bi-grams ran on a Stochastic Gradient Descent model recognizes non-
credible articles with an accuracy of 77.2%. Priya S. Gadekar used two different classifiers namely 
SVM classifier and Naive Bayes Classifier. With these classifiers, she achieved 60.97% accuracy 
with the SVM classifier and a 59.76% with the Naïve Bayes classifier. QIN Yumeng et al discuss a 
more advanced topic - to counteract misinformation and rumor detection in real time in their paper. It 
uses novelty-based feature. The dataset is obtained from Kaggle. The model achieves an accuracy of 
74.5%. Clickbait and unreliable sources are not considered in these experiments which led to lower 
accuracy [ 23 – 42]. Arushi Gupta et al in their research paper aim to differentiate between spammers 
and non-spammers in Twitter. The various models used are clustering, Naïve Bayesian classifier, and 
decision tree. Accuracy rate to detect spammers are at 70% and non-spammers are at 71.2%. The 
models that were used attained a low average accuracy to segregate spammer and non-spammer. The 
problem addressed is very relevant in this information age, several previous works have been carried 
out from different perspectives, focused on different ways and using various techniques, but 
ultimately all seek to combat misinformation; some of these studies will be presented below. 
Traditional approaches based on verification by humans and expert journalists do not scale the 
volume of the news content that is generated online. Text classification is the fundamental task in 
Natural Language Processing (NLP) and researchers have addressed this problem quite extensively. 
Researchers proposed a model that can check the real-time credibility within 35 seconds after 
combining user-based, propagation-based, and content-based text. The basic idea of Naïve Bayes is 
that all features are independent of each other. Naïve Bayes needs a smaller data set and less storage 
space. Facebook post prediction through real or fake labeling can be done through naïve Bayes and it 
performs well. A proposed method can separate fake contents in three categories: serious fabrication, 
large scale hoaxes and humorous fake. It can also provide a way to filter, vet and verify the news. 
PHEME was a three-year research project funded by the European Commission from 2014-2017, 
studying NLP techniques for dealing rumor detection, stance detection, contradiction detection and 
analysis of social media rumors [27 – 48]. Fake news stories can be easily shared on social media 
platforms but it is difficult to identify fake content automatically. Using information sources (Visual 
cues & Cognitive cues) and social judgment (Cognitive, Behavioral & Affective), Facebook 
examines that machine learning classifiers can be helpful to detect fake news. We preferred Support 
Vector Machine for fake news detection as it is a more researched algorithm nowadays. It is difficult 
to say that it is the best classifier in fake news because the selection of classifiers totally depends on 
the organizational requirements. Stance detection of the headline for binary classification through n-
gram matching can also be assessed after comparing “related” vs. “unrelated” pairs [1 – 36]. This 
approach can be applied in the detection of fake news, especially clickbait detection. They used a 
dataset released by the organization Fake News Challenge (FNC1) on stance detection for 
experiments. The dataset is publicly available and can be downloaded from the corresponding 
GitHub page along with baseline implementation. Deep learning using NLP for the detection of fake 
news and applied different models are presented, an assessment is made of which may be the option 
to obtain good results [31 – 54]. 
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TABLE 4 - SEVEN TYPES OF FAKE NEWS 

Title of Article Methodology 

Fake News Tracker: A Tool for Fake News Collection, Detection, and Visualization • LSTM (2 layers of 100 cells each)  
• SVM  
• Logistic Regression  
• Naïve Bayes 

Detection of Online fake News Using N-Gram Analysis and Machine Learning Techniques • N-Gram  
• SVM  
• kNN  
• Logistic Regression 

Automatic Detection of Fake News • Linear SVM with 5-fold cross validation 

Fake News Identification • Naïve Bayes  
• SVM  
• Logistic Regression 

Fake News or Truth? Using Satirical Cues to Detect Potentially Misleading News • Linear SVM with 10-fold cross validation 

Ensembles of Recurrent Networks for Classifying the Relationship of Fake News Titles • BERT (Bidirectional Encoder Representations 
for Transformers)  
• BiLSTM 

Comparative Performance of Machine Learning Algorithms for Fake News Detection • Random Forest  
• Support Vector Classifier  
• Gaussian Naïve Bayes  
• AdaBoost  
• Multilayer Perceptron  
• Gradient Boosting 

Fake News Detection with Semantic Features and Text Mining • Bi-grams  
• Random Forest  
• Naïve Bayes • RNN 

Automatic Detection of Fake News on Social Media Platforms • Support Vector Machine  
• Logistic Regression  
• Decision Tree  
• Random Forest  
• XGBoost 

Fake News Detection Using Naive Bayes Classifier • Naive Bayes Classifier 

Automatic Online Fake News Detection Combining Content and Social Signals • Content-based (CB)  
• Logistic regression  
• Harmonic Boolean label crowdsourcing (HC) 

Evaluating Machine Learning Algorithms for Fake News Detection • TFIDF  
• Bigram  
• Stochastic Gradient Descent 

Fake News Identification using Machine Learning • Naïve Bayes  
• SVM 

Predicting Future Rumours • Liu  
• Yang 

Improving Spam Detection in Online Social Networks • Naïve Bayes Classifier  
• Clustering  
• Decision Tree 
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3.0 METHODOLOGY 

The rest of this paper is organized as follows, Section 2.0 reviews the previous work, and Section 3.0 
describes the Methodology. The Proposed model, Preprocessing and Machine learning are described 
in Sections 4.0, Section 5.0 describes the implementation task, Results and discussion are described in 
Section 6.0 and finally, the last section gives the Conclusion in Section 7.0. Our proposed model starts 
with the extraction phase and then we have four main steps. The first step is related to the NLP models 
where we measure the frequency of words and build the vocabulary of known words in fake news 
datasets. Next, fake news is detected using NB, SVM and PA classifiers. Finally, we test our models 
with several experiments and some other datasets and propose the final fake news detection model. 
Fig. 2 shows the flowchart of our model. The objective of this phase is to reduce the size of the data by 
removing irrelevant information that is not necessary for classification. Subsequently, for processing, 
the data were changed so that the first half of the data with the fake label set and the second half with a 
true label were not simply what would cause impartiality when applying the machine learning 
methods. One common task in NLP is tokenization that takes a text or set of texts and breaks it up into 
individual words [11 – 49]. We converted words to their base form for better understanding. Then we 
applied stemming that decreases the number of words on the bases of word type and class. Let us 
suppose we have three similar words in the dataset like running, ran and runner; it will be reduced and 
changed to the word, run. There are different stemming algorithms, but we used Porter due to its high 
accuracy rate. We used stop word removal as it removes common words used in articles, prepositions 
and conjunctions. Fake news is increasing every second without proper checks and balances, so there 
is a need for computational tools that can handle this problem [55 – 89]. Machine learning algorithms 
like “CountVectorizer”, “TFIDFVectorizer”, naïve Bayes, Support Vector Machine, Passive 
Aggressive Classifier and NLP for the identification of false news in public data sets are proposed. 
This is purely a text-based classification problem but our actual goal is the combination of text-based 
classification with machine-based text transformation and then choosing which type of text is to be 
used, e.g. single news or the full body of the news [90 – 124]. The overall data cleaning process is 
shown in Fig. 2.  
 

 
Fig. 2 Overall Flowchart of Our Model 

In the study carried out, NLP is used as a Python computational tool, which uses different libraries and 
platforms. We applied PANDAS (Python Data Analysis Library) which is an open-source library with 
BSD license that provides data structures and data analysis tools during classification [125 – 149]. We 
applied NLTK in the extraction and characterization phase. Numpy and Scipy libraries are applied for 
programming but our main program is run on Jupyter Notebook. Keeping in mind the training and 
testing data, we further attached test data with tokenization algorithms. The main objective is to 
develop a model based on the count vectorization and TF-IDF [150 – 174]. Fake news detection is a 
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binary classification task that the news is fake or not fake. Classification is not completely correct in 
fake news detection because classification methods are not specialized for fake news detection. So, 
keeping in mind that classification can separate fake text from non-fake, the goal is to develop a model 
that is specialized for fake news detection [175 – 192]. To develop a classification method that is 
specialized for fake news detection we need to identify relevant features before classification. We 
applied different features to extract optimal features in the text that help us for better text classification 
[193 – 201]. 

 
4.0 MODEL DEVELOPMENT 

Different classification models can be applied in this case, but to choose the most adequate one and to 
tune its parameters we run several experiments on different models. We started experimenting with 
classification models that have proven to be effective and give good results in related sentence 
classification tasks. Some of the models did not give good results and were discarded, one of them was 
Logistics Regression, while Support Vector Machines, naïve Bayes and Passive Aggressive gave 
promising results and we continued to experiment on them [1 – 23]. To check the accuracy, we 
compare our results with other datasets through performance metrics. 

 
a) Naïve Bayes: It is a powerful classification model that performs well when we have a small 

dataset and it requires less storage space. It does not produce good results if words are co related 
between each other [17 – 36]. Fig. 3 contains the Naïve Bayes formula that explains the 
probability of an attribute that belongs to a class independent from other classes. 

 

 
   Fig. 3 NaïVe Bayes Formula 

b) Support Vector Machine: It performs supervised learning on data for regression and 
classification. The SVM computes the data and converts it into different categories. The 
advantages of Support Vector Machine are learning speed, accuracy, classification and tolerance 
to irrelevant features. Support Vector Machine is one of the most researched classifiers 
nowadays and it performs well in the fake news detection problem [24 – 49]. 

 

 
   Fig. 4 Support Vector Machine 
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c) Passive Aggressive: These algorithms are mainly used for classification. The idea is very simple 

and the performance has been proven with many other alternative methods like Online 
Perceptron and MIRA [47 – 58]. 

 

 
   Fig. 5 Passive Aggressive 

 
d) Logistic Regression: It is used to estimate the relationship between variables after using 

statistical methods. It performs well in binary classification problems because it deals with 
classes and requires a large sample size for initial classification [59 – 73]. 

 

 
Fig. 6 Logistic Regression 

 
e) NLP Models: Irrelevant and redundant features in a dataset have a negative impact on the 

accuracy and performance of the classifier. So, in those cases, we perform feature reduction to 
reduce the text feature size that limited the words like “the”, “and”, “there”, “when” and focus 
only on those words which appear a given number of times. This is done by using n- number of 
use words, lower casing and stop word removal since the sensitivity of the problem, which is 
increasing every second without check and balance, is understood. It is essential to use machine 
learning algorithms like CountVectorizer and TF-IDF to speed up the task and improve 
performance [68 – 92]. 

 

 
Fig. 7 NLP Models 
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f) Count Vectorization: It provides a simple way to collect text documents and to help build the 

vocabulary of known distinctive words and also to encode new documents using that vocabulary. 
Given a collection of text documents, S to Count Vectorizer and it will generate a sparse matrix 
of size A where m = total number of documents, n = total number of distinct words used in S. 
With the Count Vectorizer, we can produce a table for each word and occurrence of each class 
[93 – 128]. 

 
Fig. 8 Count Vectorization 

 
g) Term Frequency - Inverse Document Frequency: To measure a term in documents over a dataset, 

we used the term frequency-inverted document frequency. A term’s importance increases in the 
document which appears in the dataset and also the frequency of the words. So, with the help of 
this method, we can weigh the metric that is used for information retrieval [129 – 141]. TF-IDF 
for the word with respect to document d and corpus D is calculated as follows: 

 
Fig. 9 Term Frequency - Inverse Document Frequency 

 
h) Decision Tree Classifier: The main objective of Decision Tree classifier is to optimally partition 

a space of possible observations by subsequent recursive splits. Decision Trees mimic human 
thinking unlike the other algorithms like SVM and neural network which are essentially, black 
box algorithms. We have used the CART model since we are dealing with a binary classification 
problem. The CART model uses Gini index as cost function to evaluate the split in partitioning 
the features. Gini index is a measure of inequality in the data sample. It is essentially the sum of 
squares of the probabilities of each class and is calculated and to find which attribute classifies 
the dataset in the best manner, we have to calculate the information gain of each attribute, for 
which we first calculate the entropy and The attribute with the smallest entropy value is used to 
split the set on the respective iterations [142 – 178]. Information Gain is the change in entropy 
when a set is split on attribute. The attribute with the highest Information Gain value is used to 
split the set on that particular iteration. as follows: 

 

 
Fig. 10 Decision Tree Classifier 
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i) Logistic Regression is a commonly used classification algorithm and it is used to label an 
observation to a discrete set of class. Since the problem in hand is a binary classification 
problem, Logistic regression has been used, and successfully indeed. Logistic Regression 
function is basically a sigmoid function and assigns a probability value which, is then assigned 
to a class in a discrete set of two or more classes. In regression analysis, logistic regression (or 
logic regression) is estimating the parameters of a logistic model (the coefficients in the linear 
combination). In statistics, the logistic model is a statistical model that models the probability of 
an event taking place by having the log-odds for the event be a linear combination of one or 
more independent variables. In regression analysis, logistic regression is estimating the 
parameters of a logistic model. Logistic regression estimates the probability of an event 
occurring, such as voted or didn't vote, based on a given dataset of independent variables. Since 
the outcome is a probability, the dependent variable is bounded between 0 and 1, [179 – 189].  

 

 
Fig. 11 Logistic Regression & Linear Regression 

 
j) Bagging Classifier: Bootstrap aggregating classifier, commonly known as Bagging classifier is 

as an ensemble meta-estimator. It fits the base algorithm and create subsets of the sample data, 
and aggregates the individual prediction through techniques like voting and averaging to output 
a final prediction. This estimator is commonly used to reduce variance when a black-box 
algorithm such as decision tree is used which has a tendency to produce high variance in the 
predictions [190 – 201]. 

 
Fig. 12 Bagging Classifier 
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5.0 IMPLEMENTATION 
Fake news detection topic has gained a great deal of interest from researchers around the world [1 – 
17]. When some event has occurred, many people discuss it on the web through the social networking 
[18 – 27]. They search or retrieve and discuss the news events as the routine of daily life [28 – 37]. 
Some type of news such as various bad events from natural phenomenal or climate are unpredictable. 
When the unexpected events happen, there are also fake news that are broadcasted that creates 
confusion due to the nature of the events [38 – 49]. Very few people know the real fact of the event 
while the most people believe the forwarded news from their credible friends or relatives [50 – 64]. 
These are difficult to detect whether to believe or not when they receive the news information [65 – 
78]. So, there is a need of an automated system to analyze truthfulness of the news. In the study 
carried out, NLP is used as a Python computational tool, which uses different libraries and platforms 
[79 – 96]. We applied PANDAS (Python Data Analysis Library) which is an open-source library with 
BSD license that provides data structures and data analysis tools during classification [97 – 116]. We 
applied NLTK in the extraction and characterization phase [117 – 124]. Numpy and Scipy libraries are 
applied for programming but our main program is run on Jupyter Notebook [125 – 137]. Keeping in 
mind the training and testing data, we further attached test data with tokenization algorithms [138 – 
142]. The main objective is to develop a model based on the count vectorization and TF-IDF [143 – 
157]. Fake news detection is a binary classification task that the news is fake or not fake. 
Classification is not completely correct in fake news detection because classification methods are not 
specialized for fake news detection [158 – 169]. So, keeping in mind that classification can separate 
fake text from non-fake, the goal is to develop a model that is specialized for fake news detection [170 
– 184]. To develop a classification method that is specialized for fake news detection we need to 
identify relevant features before classification [185 – 194]. We applied different features to extract 
optimal features in the text that help us for better text classification [195 – 201]. Different 
classification models can be applied in this case, but to choose the most adequate one and to tune its 
parameters we run several experiments on different models [1 – 17]. We started experimenting with 
classification models that have proven to be effective and give good results in related sentence 
classification tasks [18 – 27]. Some of the models did not give good results and were discarded, one of 
them was Logistics Regression, while Support Vector Machines, naïve Bayes and Passive Aggressive 
gave promising results and we continued to experiment on them [ 1 – 44]. To check the accuracy, we 
compare our results with other datasets through performance metrics [16 – 56]. Fake news is 
increasing every second without proper checks and balances, so there is a need for computational tools 
that can handle this problem. Machine learning algorithms like “CountVectorizer”, 
“TFIDFVectorizer”, naïve Bayes, Support Vector Machine, Passive Aggressive Classifier and NLP for 
the identification of false news in public data sets are proposed [1 – 36]. This is purely a text-based 
classification problem but our actual goal is the combination of text-based classification with machine-
based text transformation and then choosing which type of text is to be used, e.g. single news or the 
full body of the news [37 – 75]. The overall data cleaning process is shown in Fig. 13. 

 
Fig. 13 Overall Data Cleaning Process 



International Journal of Science and Information System Research   Volume 12, Issue 9 – October 2022 

Copyright © The Author(s). Published by Scientific Academic Network Group. This work is licensed under the Creative Commons Attribution International License (CC BY). 

34	

 
6.0 RESULTS & DISCUSSION 

The dataset used for classification was drawn from a public domain. Fake news articles were collected 
from an open source Kaggle dataset that was published during the 2016 election cycle. The collection 
is made up of 18000 news articles highlighted in Fig. 14. These articles were collected from news 
organizations NYT, Guardian, and Bloomberg during the election period. Articles are separated 
through binary labels 0 and 1. The dataset is already sorted qualitatively with fake, non-fake and not 
clear labels. This division can be seen in Fig. 14 where we have 15,115 articles from the false category 
and 1,846 from the true category. The remaining articles are classified as not clear due to some other 
reasons like unique ID missing, source not clear etc. [1 – 26]. The task itself leads to a quite 
imbalanced dataset, as shown in Fig. 15, wherefrom the total articles, roughly 12% are in the true 
category. This imbalance is typical in this task, and also seen in previous similar works. The second 
dataset contains 5000 real news articles collected from the Signal Media News dataset, in which 2,541 
belong to the false class and 299 to the true class, as shown in Fig. 15. We skipped the unclear class 
due to the missing values. Articles were collected from major news media organizations e.g. the 
Guardian, Bloomberg, New York Times, NPR, etc. The dataset was published in 2016 before and after 
the United States presidential elections [27 – 48]. 
 

 
 Fig. 14 Class Distribution Kaggle Dataset 

 
For the purpose of this project, the dataset was acquired from Kaggle. The dataset itself is known as 
“Fake News” dataset. The training set consists of 20800 rows built through various articles obtained 
from internet and other news sources [49 – 67]. A lot of preprocessing has been done in order to train 
the data for our models, which we will discuss in the next section. In addition, the dataset contains 
around 5200 rows for testing purposes [68 – 91]. 

 

 
Fig. 15 Signal Media News Dataset 
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Initially, preprocessing tasks such as data cleaning, removing English stopwords, punctuations and 
special characters is done on the dataset. Stopwords are words which do not necessarily lend any 
additional semantical meaning to a sentence and are considered to be useless for any natural language 
processing tasks and hence, removed from the textual dataset before processing. However, in the 
absence of stopwords, a sentence may not grammatically make sense for humans. Later, a comma-
separated lists of words is produced from the cleaned data. These lists are further fed into the doc2vec 
algorithm in order to produce 300 length embedding vector for every article in the dataset. Doc2Vec is 
an extension of the pre-existing word2vec algorithm. It came exactly a year after word2vec in 2014. 
The doc2vec algorithm aims at creating a numeric representation of documents which is an analogous 
concept to word2vec. This numeric representation is independent of its length. However, documents 
do not come in logical structures such as words, so the authors of word2vec model Mikilov and Le 
came up with a simple yet clever solution and added another vector. This new ‘document vector’ 
contains in itself information about the document as a whole. It can contain unique paragraph ids 
which will help track the context of the information paragraph-wise and other features based on the 
application in hand. The doc2vec is called as an extended version of word2vec because like word2vec, 
it also allows the model to learn about the word order. The fact that the word order remains preserved 
in the doc2vec model as well as the whole document information is learnt makes it very useful for the 
project’s purpose.We used RapidMiner, a powerful machine learning tool for data exploration, 
preparation, information extraction, result visualization and result optimization. We analyzed the fake 
and true sentences through RapidMiner and initial results can be seen in Fig. 16. 
 

 
Fig. 16 Dataset class labeling chart 

 
We conducted several experiments with different feature set combinations as discussed in Section 
three C and the model selection in Section three  B. Our proposed combination works well and obtains 
performance above the baseline 0.50. The best performing classifier is PA when we check the 
performance through accuracy and precision. However, somehow in the recall it reduced. Table 5 
shows the performance of our proposed classifiers.  
 

TABLE 5 - RESULTS 

Classifier Accuracy Precision Recall 
Naïve Bayes 0.85% 0.89% 0.87% 
Passive Aggressive 0.93% 0.92% 0.89% 
Support Vector Machine 0.84% 0.82% 0.87% 
 
Confusion matrix tells the overall performance of the model on the testing dataset when true values are 
known. It provides us with the summary of the performance of the model and provides us with 
valuable insights like true positive, true negative, false positive and false negative results of our 
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classifier model. Accuracy Score, referred to classification accuracy rate is defined as the ratio of 
number of correct predictions and total number of predictions that the model has made. In other words, 
the number of true positives and true negatives when divided over the total number of predictions 
gives us the accuracy score. Precision is defined as the fraction of total number of correct positive 
outcomes out of number of positive outcomes predicted by the classification model. Recall is defined 
as the total number of correct positive outcomes over total relevant results as predicted by the model. 
F1-score describes about the preciseness and the robustness of your model. It is mathematically, 
defined as the harmonic mean of precision and recall. F1 score is directly proportional to the 
performance of the model [ 17 – 42]. The precision recall curve is the plot between two basic 
evaluation parameters – precision and recall. The receiver operator characteristic curve, generally 
known as the ROC Curve, is a graph representing the trade- off between specificity and sensitivity of a 
model. Specificity measures the entire negative part of the results while sensitivity deals with the 
positive spectrum of the results obtained by the model. We compare our results with the same model 
but different datasets and different features, as highlighted in Table III. It is observed that the proposed 
models perform well and achieved the highest accuracy up to 93% with Passive Aggressive, 85% with 
naïve Bayes and 84% with SVM. Ott et al. applied SVM with features LIWC+ Bigrams and achieved 
an accuracy level of up to 89%. Similarly, when they changed the Stylometric features, it achieved 
84% accuracy. On the other side, Horrne and Adali achieved 71% accuracy when they applied text-
based features [43 – 76]. The results show that the proposed combination improves the existing 
performance in some categories. For further analysis, we applied different combinations to check the 
accuracy of the proposed model with other models. Accuracy comparison of Passive Aggressive and 
Support Vector Machine (a), Passive Aggressive and Logistic Regression (b), Passive Aggressive and 
Support Vector Machine (c) with a different dataset, Passive Aggressive and Naïve Bayes (d), Support 
Vector Machine and Naïve Bayes (e), Naïve Bayes and Support Vector Machine (f), Support Vector 
Machine and Logistic Regression (g) and Support Vector Machine and Naïve Bayes (h) can be seen in 
Fig. 17. Through our experiment, we find that a Hard Voting Ensemble model of Decision Tree 
Classifier and Logistic Regression performs the best with over 88% accuracy. Decision Trees tend to 
be more preferred while making any ensemble model because while Decision Trees are simple yet 
powerful, they tend to exhibit high variance and low variance. Since the problem in hand is essentially 
a binary classification problem, logistic regression proved to be a good algorithm to aggregate the 
decision tree model [1 – 42]. However, it still gave an accuracy of 0.785. The low accuracy was of 
course, due to the nature of decision tree. So we ensemble a Bagging Classifier which is Bootstrap 
Aggregating technique which is known to be very good reducing variance at the cost of more 
computation and little bias. The accuracy improved to 0.88 with this ensemble model. Voting 
ensemble technique was used on this aggregate model to make the final prediction. Hard voting gave 
us better results compared to soft voting which is obvious since in soft voting, prediction resutlts are 
averaged out from the models in the ensemble whereas in hard voting, model is selected from the 
ensemble to make final predictions by majority vote.. We further investigated and compared our 
results with when they applied a combination of CFG and n-gram accuracy in deception detection 
where they achieved 85%-91% accuracy. Still, our presented results are better in the context of fake 
news detection and our proposed classifiers achieved maximum accuracy level. Figs. 17 (a)-(h) show 
the results of the classification for the PA, SVM and NB classifiers. The values are the maximum 
accuracy level achieved by the classifier after combining it with others [77 – 95]. For further 
understanding of the results, we changed the classifier and fake news dataset proposed by others. 
These experiments highlighted some important features that we still want to investigate further.  
 

 
Fig. 17 Word Cloud of News Articles 
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7.0 CONCLUSION 
Natural Language Processing is widely considered to be the area of research and application, as 
compared to other information technology approaches. There have been adequate successes that 
propose NLP-based technologies will continue to be a great area of research and development in 
information systems now and in the future. Also Machine Learning is a significant application in NLP 
that can never be ignored. ML is truly a very important and elaborate, however a necessary task in the 
NLP development applications. While NLP is a relatively recent area of research and application, as 
compared to other information technology approaches, there have been sufficient successes to date that 
suggest that NLP-based information access technologies will continue to be a major area of research 
and development in information systems now and far into the future. The state-of- the-art Natural 
Language Processing techniques applied to speech technologies, specifically to Text-To-Speech 
synthesis and Automatic Speech Recognition. In 3TTS. The importance of NLP in processing the input 
text to be synthesized is reflected. The naturalness of the speech utterances produced by the signal-
processing modules are tightly bound to the performance of the previous text-processing modules. In 
ASR the use of NLP particularly is complementary. It simplifies the recognition task by assuming that 
the input speech utterances must be produced according to a predefined set of grammatical rules. Its 
capabilities can though be enhanced through the usage of NLP aiming at more natural interfaces with a 
certain degree of knowledge. Reviews the major approaches proposed in language model adaptation in 
order to profit from this specific knowledge. The number of people consuming news from social 
media, internet, micro-blogging website, blogs etc., instead of traditional news media, are increased 
exponentially. In the recent past, the role of social media in spreading fake news and its negative 
impacts on our society, from personal level to a global level, have been well documented. One of the 
ways to tackle the challenge presented by the rising menace of fabricated news is through the 
applications of Machine Learning and Natural Language Processing techniques as described in this 
paper. In future, we aim to incorporate a lot more features such as the medium of publication, URL if 
any, topic and additional linguistic features which are not part of this paper. We would also like to 
exploit deep learning algorithms to create ensemble models which are even more accurate. The results 
suggested that the approach is highly favorable since this application helps in classifying fake news and 
identifying key features that can be used for fake news detection. Our proposed technique suggests that 
to differentiate fake and non-fake news articles, it is worthwhile to look at machine learning methods. 
The developed system with accuracy up to 93% proves the importance of the combination; next, we 
need to look into other methods for fake news detection except for simple text classification. The 
producers of fake news are using different techniques to hide their identity, so they can easily mislead 
readers. As we are aware that every single news has different characteristics so there is a need for a 
system that can check the content of the news in depth. Our future work includes building an 
automated fact-checking system that combines data and knowledge to help non-experts and checks the 
content of the news thoroughly after comparing it with known facts. We want to look into the issue of 
fake news from different angles like known facts, source, topic, associated URLs, geographical 
location, year of publication, and credibility of the source for a better understanding of the problem. 
The open issues and challenges are also presented in this paper with potential research tasks that can 
facilitate further development in fake news research. 
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