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ABSTRACT 
Occupational accidents are a serious threat to any organization. Occupational accidents in steel industry 
sector remain a threat as workforce is exposed to different kinds of hazards due to the workplace 
characteristics. In this study, a unique method is proposed by developing a text mining based prediction 
model using fault tree analysis (FTA), and Bayesian Network (BN). Free unstructured accident dataset 
for a period of four years has been used in this study. Text mining approach results in finding the basic 
events concerning each of primary causes. The basic events, in turn, are utilized in building FT and BN 
diagram that could predict the occurrence of accidents attributable to different primary causes. The 
model, so developed, can be considered adequate with 87.5% accuracy. Furthermore, sensitivity 
analysis is performed for the validation of the model. 
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1.0 INTRODUCTION 
 
Steel industry is one of the most hazardous industries due to its intricate socio-technical structure i.e., it 
demands massive human labor, high technology which, in turn, makes the safety management system 
(SMS) of any industry a tough and challenging task. In India, the accident statistics provides evidence 
of 1433, 1383, 1417 occupational injuries due to fatal accident occurred in 2011, 2012, and 2013, 
respectively throughout states. Of this, a total of 29, 52, and 31 are the numbers of fatal accidents that 
took place in those years respectively in steel plant only [1-8]. Thus, these statistics has encouraged 
many researchers to probe into the accident events, and to provide some industrial reliable safety 
solution either by proactive measure through prediction of the occurrence of accidents, or by reactive 
measure through cause-effect analysis study. In past, safety performance is largely measured by 
lagging indicators like number of injuries, fatalities, etc. But, with today’s advancement, industries are 
prone to adopt leading indicators like safety observation data etc. to take better decision in SMS 
beforehand the occurrence of accident. Therefore, early realization of events of accidents mostly has 
drawn the researchers to investigate properly so as to minimize the risk of accident in occupational 
domain. In line with this research, our study proposes a proactive safety measure through prediction of 
accidents in an integrated steel plant [9-14]. 

In this paper, a new safety risk assessment model has been proposed through text mining (TM) concept 
which actually utilizes the accident database of an integrated steel plant, and tries to find some 
potential basic events (BE) behind each of the accident primary causes. Consequently, the basic events, 
thus figured out from TM, are rechecked manually in order to check whether they really act as BE or 
not for any particular top event/ primary cause like slip-trip-fall (STF). Then, fault tree (FT) diagram, 
formed for any primary cause, is then transformed into Bayesian Network (BN) in order to investigate 
the dependencies between parent and child nodes as well as to predict the future probability of 
occurrence of any primary cause in workplace. Here, BN is evaluated in AgenaRisk software in order 
to obtain the safety risk potential score (SRPS) [15-21]. 

The FT transformed BN-based safety risk assessment model was validated against eight different 
departments (represented as A1, A2, ..., A8) where specific primary events occurred more frequently. 
This study shows that the ranks of the SRPS are almost steady with the primary event at each 
department. Finally, sensitivity analysis is done with the help of AgenaRisk software that generates 
tornado diagrams and sensitivity tables (not mentioned in this paper). From the tornado diagram, we 
can provide the necessary safety measures required in order to prevent the injuries in particular 
department. Our main aim is to predict the future occurrence of primary causes in particular 
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departments such that advanced safety proactive measures could be initiated from management to 
reduce the number of occupational accidents [22-28]. 

2.0 LITERATURE REVIEW 

// In this section, there is short discussion presented highlighting some of the key papers on accident 
analysis field. Here, this discussion is two-fold. First, it describes some traditional methods to analyze 
accidental occurrence, and then some advanced techniques are outlined in line to accidental analysis. 

 

In literature, there are many risk assessment techniques described by the researchers. Some of them, 
which are relevant and important in this context, are described in this section. Some systematic risk 
assessment models like fault tree analysis (FTA), Petri nets, decision tree (DT), failure mode and effect 
criticality analysis (FMECA) are used by many studies [1-11]. But, there are some disadvantages in 
implementation of these traditional approaches whenever researchers are more interested in addressing 
dependencies among various levels of factors that could result in any primary cause of accident. In 
order to mitigate those limitations, many models like structural equation model (SEM), Bayesian 
Network (BN) etc. are developed to define the interrelationship between factors [12-19]. BN has been 
implemented to outline the causes behind the falls from the height. Moreover, some researchers used 
BN for prediction of accidental incidents. Some modern techniques like data mining have been 
addressed in accident analysis domain. Chang et al. used Classification and Regression Tree (CART) 
model and negative binomial regression model for analyzing the traffic accident behavior. It is 
accompanied by many studies that addressed Bayesian theorem, data fusion, ensemble, clustering, 
decision tree and so on [29-34]. 

 

Some important works related to the application of text mining in the field of accident analysis are road 
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crash analysis in Australia, aviation accident analysis, and so on. Some of the researchers use 
Leximancer concept mapping, text retrieval method, and link analysis. After doing an extensive 
literature study (though not mentioned in this paper), there is hardly any work done on text mining 
based risk assessment in steel industrial domain for occupational accident analysis. Thus, this study 
proposes a potential unique method for accident analysis by incorporating FTA and BN through text 
mining concept from industrial accidental data base [35-40]. 

3.0 RESEARCH METHODOLOGY 
 
Text mining is a process of retrieving underlying themes or concepts contained in a large collection of 
documents. In our study, text mining is used to explore the useful information from a huge accidental 
unstructured database of an industry. To retrieve the information, frequency of each useful word is 
computed after performing two stage operations i.e., (i) term creation, and (ii) term filtering. In term 
creation stage, all the terms in character string in a document are tokenized, and in the second stage, all 
the pre-processing tasks like white space, punctuation, number removal, lower case conversion, 
stemming, lemmatization, stop words and common words removal are performed. Then, document 
term matrix (DTM) is created. For each of the primary or top events, this approach is used in order to 
investigate the existence of basic events and their probability of occurrence in dataset. In order to 
perform this task, R statistical package, and SAS software have been used. The Document Term Matrix 
(DTM), thus created, gives us only the important words with corresponding frequencies for the 
analysis. By manual interpretation, we check whether an appropriate basic event from a combination of 
words could be generated properly or not. For example, if we filter the ‘slip’ and ‘stair case’ words 
columns occurring simultaneously, we get a frequency of 13, from which we can infer the basic event 
as “slipping on stair case”. In this way, we create different possible basic events manually, and find 
their frequencies. Now, we consider a specific department and a primary event. For instance, there are 
four observations where hot metal logistics (HML) department and STF occur simultaneously. We 
derive the basic events of them manually from which we get the basic event probability of those 
observations. FTA is a top-down method designed to analyze the effects of initiating faults and events 
on any complex system. The construction of FTA involves five main steps. The first step is to define 
the undesired event to study as top event. Once the top event is fixed, all causes affecting the top event 
are studied and analyzed. After that, FT is constructed based on AND and OR logical gates. Now, the 
FT is evaluated and analyzed for finding any possible chance of improvement and identify all hazards 
that are possible in affecting the system. Finally, all possible proactive measures could be undertaken 
to decrease the occurrence probability. Since, FTA has limited ability to establish complex causal 
relationships among factors; Bayesian Network (BN) is one of the alternate options for finding out the 
solution. BN, also called belief network, is a statistical model that represents a set of random variables 
and their conditional dependencies using a directed acyclic graph (DAG). BN consist of nodes, joint 
nodes, and conditional probability tables (CPTs). When it comes to uncertain inferences, especially 
while linking various forms of information such as output models, empirical data, expert opinions, BN 
has a higher efficiency compared to other models. 

There are two Bayesian network approaches which are mostly used. The first one is to learn from a 
large amount of training data. And, second is based on experts’ opinion. The transformation of logic 
gates from FT to BN is often one-to- one i.e., a logic gate in FT is converted into physical node in BN. 
Nonetheless, the meanings of event node and logic gates differ. An event node represents a variable in 
the given problem domain, while a logic gate describes logical relationship between the nodes. In the 
transformation of logic gates, probability values should be mentioned in the CPT in BN that 
corresponds to logic gates in FT. 

4.0 RESULT 
 

In this section, some key findings from our study are discussed. Basic events, obtained from text 
mining, and thus verified manually, are listed in TABLE I for STF case in A2 department (as an 
example). Then, the risk prediction score of STF in A2 department is computed and discussed as 
follows: In this section, some key findings from our study are discussed. Basic events, obtained from 
text mining, and thus verified manually, are listed in TABLE I for STF case in A2 department (as an 
example). Then, the risk prediction score of STF in A2 department is computed and discussed as 
follows: The BN-based safety risk assessment model of STF at A2 department is shown in Fig. 4. B1, 
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B2, B3, B4, B5, B6, B7, B8, B9, B10, B11 are the basic events causing the top event (i.e. STF) in A2 
department. Basic events are also called the leaf nodes in BN because those are the nodes which do not 
have children nodes. T1 is called the root node because it has no parent nodes. The remaining nodes 
D1, D2, D3, C1, and C2 are called intermediate nodes (neither a leaf node nor a root node). 

 

The model in our study is verified against eight departments (listed in TABLE II). All the safety risk 
prediction scores obtained from AgenaRisk are listed in this table for top three primary causes (i.e. 
STF, RI, and PI) against each of the eight departments listed. The last column in this table represents 
the primary cause with maximum number of occurrence in a particular department, and it is computed 
from the test data. The safety risk potential score i.e., SRPS of RI in A1 department is 46.61 which is 
the highest among all other primary causes like STF and PI. So, proposed model predicts RI to be 
probable primary cause for A1 department in test data which in turn is verified from the statistics from 
test data. Similarly, for rest of the primary causes, posterior probabilities are computed against each 
department, and are shown in TABLE II. There is only one misclassification out of eight has been 
found out that implies the fact that our proposed model has the classification accuracy 87.5%. 

 

Sensitivity analysis is performed in order to further examine the causes that affect the occurrences of 
three accident primary causes. While using AgenaRisk for sensitivity analysis in BN, a single target 
node and some sensitivity nodes must be selected. Sensitivity reports such as tornado graphs are 
generated by AgenaRisk. From the Tornado graph, top sensitivity nodes were preferred based on rank 
of sensitivity nodes. In this study, Boolean nodes with two values (either true or false) are used. Like 
other research, the study has some limitations. First, the dataset consists of only four years incident 
reports, whereas if it could have included more years, then more number of useful insights regarding 
root cause analysis would have been explored. Second, text mining is limited to generate the important 
words and their frequencies, but to figure out the relevant root causes, human effort must be made. 
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That’s why, much more time was devoted in analyzing the dataset from preprocessing steps to root 
cause findings. Finally, the FT diagram has nodes, all connected by OR gates. This study could not 
address any AND logical explanation from the data base. Furthermore, FTA has limited application in 
prediction of accidents due to interdependencies among nodes. 

 

5.0 CONCLUSION 

This study primarily focuses on providing a solution to a problem related to an occupational accident in 
an integrated steel plant in India. The company has been trying to figure out basic causes occurring 
accidents, and simultaneously to implement some safety measures for their workers. In this industry, 
after each incident occurrence, data logging describing the short description of event in free text format 
is maintained that, in turn, results in a huge database which is very hard for human analysis. Therefore, 
to alleviate the problem occurred in industry, proper evaluation of such huge database including free 
text needs further development. The dataset consists of details of brief description of events for the last 
four years (April, 2010 – Dec, 2013). There are 23 primary causes initially pointed out from their 
database. They are crane dashing (CD), derailment (D), dashing/collision (DC), electric flash (EF), 
energy isolation (EI), equipment machinery damage (EMD), fire/explosion (FE), gas leakage (GL), hot 
metals (HM), hydraulic/pneumatic (HP), lifting tools tackles (LTT), material handling (MH), medical 
ailments (MA), occupational illness (OI), process incidents (PI), rail (R), road incident (RI), run over 
(RO), skidding (S), slip/trip/fall (STF), structural integrity (SI), toxic chemicals (TC), working at 
height (WH). As our study is aimed primarily at building a prediction model, total data set of 45 
months has been partitioned in the ratio of nearly 70:30 as training and test set, respectively. As a 
result, out of 998 dataset, 720 observations were used for building the prediction model, and rest is 
used for validation of the model. 

In our study, frequencies of incidents like near miss, property damage and injury from training dataset 
(33 months) is shown in Fig. 1. It is evident that the frequency of injury is increasing by every year. 
Fig. 2 shows an in-depth stacked plot of frequency of each primary cause with each year. STF (30.6%) 
occurs more frequently when compared to other primary events causing the injury. Besides STF, RI 
(26.29%), PI (8.19%) amount to high percentage of injury cases. Therefore, prevention of these 
primary causes from occurrence is one of the key challenging tasks in this steel plant. This study 
discussed an efficient method in constructing a text mining and FT transformed BN based safety risk 
assessment model for the steel plant. The results of BN are validated against eight departments in 
which specific site accidents occurred. The output of BN is highly steady with the accidents events at 
the departments in test dataset. This implies that the transformation process from FT to BN for all the 
three primary causes could create a realistic and accurate model. Therefore, based on the assessment of 
model, and its sensitivity analysis, corresponding department managers could provide proactive 
preventive safety measures, and ensure better resource utilization to reduce risks of occupational 
accidents in steel plant. As a future work, survey can also be done for further verification of our 
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proposed model by expert opinions. Some detailed in-depth analysis could be performed engaging 
more number of departments as well as more number of primary causes in order to identify the root 
causes responsible for occurrence of accidents. Furthermore, text mining could be done more 
accurately and could be accompanied by rule induction mining in order to find out some latent/ hidden 
rules to avoid incidents to happen. Some unsupervised algorithms like clustering, or association rule 
mining could be implemented onto this problem with an aim to figure out some inherent grouping of 
similar events. 
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